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 Abstract 
A sparse fuzzy rule base provides low complexity and low memory 
requirements for the fuzzy system. Automatic fuzzy model 
generation from sample data involves two main tasks. These are 
structure determination and parameter identification. In this paper, 
we present a new approach that initially generates two rules, then 
gradually adds new rules to the rule base, and then finds the 
quasi-optimal values of the parameters using particle swarm 
optimization. 

1 Introduction  

One of the most important steps in identifying a fuzzy model is to create a rule base. Often 
there is not enough expertise and experience to define the rules directly, but one can access a 
sample data set that shows, through specific cases, what output values are expected in case of 
some input value combinations. Based on these, one can automatically generate the rule base using 
a properly selected algorithm. Most well-known methods create a completely covering rule base, 
which can lead to an explosion of rule numbers for a large number of dimensions and a large number 
of sets per dimension. 

The RBE-PSO (rule base extension with particle swarm optimization) method ensures a trade-
off between the demand on approximation capability of the fuzzy system and the demand on low 
complexity of the rule base by generating a sparse rule base. It follows the concept of rule base 
extension [7][6] and identifies the parameters of the fuzzy system using particle swarm optimization 
method.  

The rest of this paper is organized as follows. Section 2 presents the applicable membership 
function parameterization approaches. Section 3 introduces the new method after reviewing the 
concepts of sparse rule bases and rule base extension. Section 4 presents some experimental 
results applying RBE-PSO and the conclusions are drawn in section 5.  

2 Parameterization 

Each membership function can be described by a smaller or larger number of parameters 
depending on the shape type. The piece-wise linear membership functions can be described easily 
by the position of the break-points. For example in case of a singleton the parameter is the element 
of the universe of discourse whose membership value is greater than zero; or in case of a triangle 
shaped normal fuzzy set (e.g. Fig. 1) the parameters are the abscissa values of the three vertices. 
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Figure 1. Parameterization of a triangle shaped membership function 

The number of the parameters determines the number of variables whose values are changed 
in course of the fuzzy model identification, which has a strong effect on the time need of the process. 
In several cases one might use uniform shaped fuzzy sets in order to reduce the time demand. Thus 
only one parameter has to be adjusted in case of each linguistic term. This parameter is the position 
of the set described by the reference point. Usual choices for this task are abscissa values 
corresponding to the centre of the core (RPcc, e.g. [1][2][5]), the centre of gravity (RPgc, e.g.[4]) and 
the centre of the support (RPsc, e.g. [2]). In case of trapezoid shaped membership functions the 
respective reference points are calculated as follows. 

 

 𝑅𝑃𝑐𝑐 =
𝑥3−𝑥2

2
 (1) 

 

 𝑅𝑃𝑔𝑐 = 𝑥1 +
2(𝑥3−𝑥2)(𝑥2−𝑥1)+(𝑥3−𝑥2)

2+(𝑥2−𝑥1)(𝑥4−𝑥1)+(𝑥3−𝑥2)(𝑥4−𝑥1)+(𝑥4−𝑥1)
2

3(𝑥3−𝑥2+𝑥4−𝑥1)
 (2) 

 

 𝑅𝑃𝑠𝑐 =
𝑥4−𝑥1

2
 (3) 

 
Although the application of the uniform shaped sets reduces the time consumption of the tuning 

and preserves the good interpretability of the fuzzy rules it also can have a negative side effect by 
reducing the performance of the fuzzy system. Thus the selection of the parameterization is a trade-
off between the performance of the system and the cost of the model identification. 

3 Model identification from numerical sample data 

The determination of the parameters of a fuzzy model usually starts with the identification of 
the input and output linguistic variables, determination of the lower or upper bounds of each 
dimension of the input and output universes of discourse, statistical analysis of the data regarding 
the relevance of the input variables excluding the non-relevant ones in order to reduce the complexity 
of the system. Next, an initial rule base is generated from the sample data, which is later refined in 
course on an iterative process employing an arbitrary search method. In the following two 
subsections some key ideas related to sparse rule bases and the inference process are going to be 
recalled followed by the presentation of the proposed approach. 

3.1 Sparse rule base 

The rule base of a fuzzy system can be considered dense (covering) or sparse (non-covering) 
(see Fig. 2) depending on the ε coverage level of the input space by rule antecedents, which is 
defined by the formula 
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where Xi is the ith dimension of the antecedent space, 𝐴𝑖
∗ is the fuzzy set describing the 

observation in the ith antecedent dimension, 𝐴𝑖,𝑗 is the jth linguistic term of the ith antecedent 

dimension, t is an arbitrary t-norm, ni is the number of the linguistic terms of the ith antecedent 
dimension, N is the number of the antecedent dimensions, and argmax(.) calculates the ε value for 
which the expression in the parentheses takes its maximum. If c> ε0 the rule base is called ε0 covering 
(dense) otherwise it is considered sparse. 

 

Fig. 2 Sparse antecedent space 

If there is no demand on an ε>0 value the rule base is considered sparse when there is at least 
one possible input value for which the rule base does not contain an applicable rule. 

3.2 Fuzzy inference in sparse rule bases 

Fuzzy systems applying sparse rule bases have to use approximate inference techniques that 
can cope with the lack on rules in some regions of the input space. For this task the most used 
techniques are the fuzzy rule interpolation based ones. They form two main groups based on the 
key ideas they are using. 

The members of the first group, the so called one-step methods determine the conclusion 
directly from the observation taking into consideration two or more existent rules of the rule base. 
The methods KH [14], FIVE [10], IMUL [16], IRG [2], and Kovács’s method [9] belong to this category. 

The members of the second group first produce a new rule in the position of the observation 
using rule interpolation and next, they determine the conclusion by firing the interpolated rule. Here 
belong for example the methods GM [1], IGRV [4], and VLESFRI [5]. 

3.3 RBE-PSO 

The rule base extension using particle swarm optimization (RBE-PSO) method aims the 
generation of a fuzzy rule base from numerical sample data. The data consist of known input and 
output value pairs. The input could be one- or multidimensional, while the output has to be one-
dimensional. In case of a multidimensional output a separate rule base can be generated for each 
output dimension. 

The basic idea of the Rule Base Extension (RBE) [7][6] is that one creates first an initial rule 
base and next, one starts an iterative tuning process when beside the adjustment of the values of 
the known sets’ parameters new linguistic terms and rules are introduced into the rule base. 

The initial rule base contains only two rules, one describing a maximum point of the output and 
one describing a minimum point of the output. First one seeks the two extreme output values and a 
representative data point for each of them. If several data points correspond to an extreme value, 
one should select the one that is closer to an endpoint of the input domain. 

The reference points of the antecedent sets of the first rule will be identical with the 
corresponding input values of the minimum point. The reference point of the consequent set will be 
identical with the output value of the minimum point. The shape of the linguistic terms is determined 
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by the default set shape, which is a characteristic feature of the partition. The antecedent and 
consequent linguistic terms of the second rule are determined in a similar way taking into 
consideration the maximum point. At this point the system contains two linguistic terms in each 
dimension.  

Having the first two rules determined, next a parameter identification process is started, which 
iteratively adjusts the values of the linguistic terms’ parameters. The details of the applied algorithm 
are presented in the next section. If the improvement velocity of the fuzzy systems’ performance 
index falls below a specified threshold or even stops after an iteration cycle a new rule is generated. 
It is because the system tuning reached a local optimum of the performance indicator and the 
performance cannot improve further by the applied parameter identification algorithm. The new rule 
introduces additional tuning possibilities. However, in some cases the performance will deteriorate 
temporarily after the insertion of the new rule into the rule base. 

In order to create the new rule, one seeks for the calculated data point, which is the most 
differing one from its corresponding training point. The input and output values of this training point 
will be the reference points of the antecedent and consequent sets of the new rule. The shapes of 
the new linguistic terms are determined using the default shape types of the corresponding partition.  

Further on, the last two steps (parameter adjustment and new rule creation) are repeated until 
the specified iteration number has been reached, or the value of performance index overcomes a 
prescribed threshold. 

3.4 Parameter identification using Particle Swarm Optimization 

The parameter identification/adjustment aims the determination of quasi-optimal values for the 
parameters of the fuzzy sets. In this research, the well-known Particle Swarm Optimization (PSO) 
[8] was employed for the task. In PSO terminology, a vector containing a set of the actual values of 
the parameters is called a particle. The search for the optimal values of these parameters is an 
iterative process where in course of each iteration a set of candidate solutions (particles) are 
considered, evaluated, and moved across the parameter/search space exploring it in some discrete 
points. The current location of a particle is described by its position vector in the search space, while 
in each iteration the new position is calculated by the help of the so called velocity vector and some 
constants. The algorithm stores the so far best position of each particle and the corresponding 
performance index (see next section). Furthermore the overall best position and its performance is 
also stored. The algorithm is described by the following steps. 

 
1. Generate an initial swarm with N particles (position and velocity vectors). 
2. Evaluate the performance (fitness) of each particle. 
3. Store for each particle its best position so far. 
4. Store the position vector of the best particle. 
5. Update the velocity vector of each particle. 
6. Update the position vector of each particle by adding the velocity vector to the position 

vector. 
7. GO TO step 2 if stopping criterion is not met. 
 

3.5 Performance index 

The performance index expresses the quality of the approximation ensured by the fuzzy 
system using a number that aggregates and evaluates the differences between the prescribed output 
values and the output values calculated by the fuzzy system. One can choose from several possible 
performance indicators. In course of this research the root mean square of the error expressed in 
percentage of the output range (RMSEP) was used owing to its good comprehensibility and 
comparability to the range of the output linguistic variable. Its value is calculated by 
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where M is the number of training data points, yj is the output of the jth data point, jŷ  is the 

output calculated by the system, and D is the difference between the maximum and minimum output 
values. 

4 Experimental results 

To demonstrate the applicability of the suggested approach two functions were chosen to 
provide sample data for model building. The first one (6) was a nonlinear one-variable function 
presented in Fig. 3.  

 135 24  xxy , (6) 

The data sample consisted of 143 input-output pairs, which were randomly divided into two 
groups (see Fig. 3). The first group containing 80% (114 tuples) of the original sample was used for 
training of the fuzzy system, while the second group containing the rest of the data points was 
reserved for test purposes. The VLESFRI [5] fuzzy inference technique was used for the model. The 
performance of the initial model with two rules was PIRMSEP=19.55%. Its partitions are presented in 
Fig. 4. At the end of the tuning process the finel fuzzy model consisted of 13 rules and its 
performance in case of the training data was PIRMSEP=1.42% while in case of the test data set it 
provided PIRMSEP=1.99%, which can be considered a very good result. The partitions of the final 
model can be seen in Fig. 5. 

  

Fig. 3 One-variable test function (left) and sample data points (right) 

 

Fig. 4 Partitions of the initial fuzzy model created for the 2D example 

Fig. 6 shows the variation of the system performance against the training data in course of the 
tuning process. 
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Fig. 5 Partitions of the final fuzzy model created for the 2D example 

 

Fig. 6 Variation of the performance (RMSEP) in course of the tuning process of the first (2D) fuzzy 
model 

The data sample consisted of 441 input-output pairs, which were randomly divided into two 
groups (see Fig. 7). The first group containing 80% (353 tuples) of the original sample was used for 
training of the fuzzy system, while the second group containing the rest of the data points was 
reserved for test purposes. The VLESFRI [5] fuzzy inference technique was used for the model. The 
performance of the initial model with two rules was PIRMSEP=14.78%. Its partitions are presented in 
Fig. 8. At the end of the tuning process the final fuzzy model consisted of 17 rules and its 
performance in case of the training data was PIRMSEP=4.61% while in case of the test data set it 
provided PIRMSEP=4.93%, which can be considered as good result. The partitions of the final model 
can be seen in Fig. 9. 

 

  

Fig. 7 Two-variable test function (left) and sample data points (right) 
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Fig. 8 Partitions of the initial fuzzy model created for the 3D example 

  

Fig. 9 Partitions of the final fuzzy model created for the 3D example 

Fig. 10 shows the variation of the system performance against the training data in course of 
the tuning process. 

 

Fig. 10 Variation of the performance (RMSEP) in course of the tuning process of the first (2D) 
fuzzy model 

5 Conclusions 

The experimental results showed that the presented method was able to produce a low 
complexity sparse rule base in both cases. Further research will focus on practical applicability of 
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the presented approach in case of fuzzy controllers [13][3], path planning [15], and human-robot 
interaction [11]. 
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